第三讲：单变量优化模型与求解方法

---

雷达信号处理国防科技重点实验室
3.1 单变量优化建模举例

一头重200磅的猪每天增重5磅，饲养每天花费45美分。猪的市场价格是每磅65美分，但价格每天下降1美分，问：何时出售收益最大？

符号化问题描述

t---时间（天）
w(t)---猪在第t天的重量
p(t)---第t天猪肉单价
c(t)---养猪到第t天的花费
R(t)---第t天卖猪所得
P(t)---第t天卖猪的利润

时间变量在正整数范围内取值，按照问题求解需要可以看成整数变量或实数变量。
3.1 单变量优化建模举例（续）

• 一头重200磅的猪每天增重5磅，饲养每天花费45美分。猪的市场价格是每磅65美分，但价格每天下降1美分，问：何时出售收益最大？

基本假设

\[ w(t) = 200 + 5t \]
\[ p(t) = 0.65 - 0.01t \]
\[ C(t) = 0.45t \]
\[ R(t) = p(t)w(t) \]
\[ P(t) = R(t) - C(t) \]

目标函数

\[ P(t) = (200 + 5t)(0.65 - 0.01t) - 0.45t \]

优化模型

\[ \max \{P(t)\} \]
\[ s.t., t \geq 0, t \in \mathbb{N} \]

优化变量

\[ \min \{-P(x)\}, \]
\[ s.t., x \geq 0, x \in \mathbb{N} \]

优化问题的求解有两种途径：(1) 枚举法，计算出目标函数在自然数集合上的函数值，找出最大值点（特殊方法）；(2) 按照连续变量处理，求出最大值点后进行取整运算（通用方法）。
3.1 单变量优化建模举例（续）

• 一头重200磅的猪每天增重5磅，饲养每天花费45美分。猪的市场价格是每磅65美分，但价格每天下降1美分，则：何时出售收益最大？

单变量优化问题的求解

枚举法

解析方法

定理：有界闭区间上的连续函数必然存在最大值和最小值点。

没有推广价值，当自变量连续取值或有相当多的离散取值时无法工作！
3.1 单变量优化建模举例（续）

·一头重200磅的猪每天增重5磅，饲养每天花费45美分。猪的市场价格是每磅65美分，但价格每天下降1美分，问：何时出售收益最大？

单变量优化问题的求解

解析方法

定理：有界闭区间上的连续可微函数的最大值点必然在区间端点或函数的驻点达到。

驻点：\( \{x \in (a, b) : f'(x) = 0\} \)

解析方法的不通用性

假定猪体重的增加服从指数规律

\[ w(t) = 200e^{0.024t} \]

目标函数变成了

\[ P(t) = 200(0.65 - 0.01t)e^{0.025t} - 0.45t \]

\[ P'(t) = -0.05te^{0.025t} + 1.25e^{0.025t} - 0.45 \]

求驻点需要解一元非线性方程，难以解析求解。

事实上，求驻点本身就可转化为一个单变量无约束优化问题：

\[ \min_{t \geq 0} \{(P'(t))^2\} \]

问题回答：第8天出售获利最大。
3.2 模型参数的敏感性分析

一头重200磅的猪每天增重5磅，饲养每天花费45美分。猪的市场价格是每磅65美分，但价格每天下降1美分，问：何时出售收益最大？

养殖猪的品质：猪的重量每天的增加因子

$$P(t) = (200 + 5t)(0.65 - 0.01t) - 0.45t$$

最优决策：最优出售时间 $t_{opt}$

市场价格因素：猪肉价格每天降价因子 $r$

$$P_{r,g}(t) = (200 + gt)(0.65 - rt) - 0.45t$$

问题：当市场价格因素或养殖猪的品质发生变化时，最优决策是否对这些变化敏感？
3.2 模型参数的敏感性分析

- 一头重200磅的猪每天增重5磅，饲养每天花费45美分。猪的市场价格是每磅65美分，但价格每天下降1美分，问：何时出售收益最大？

市场因素的敏感性分析

\[ P_r(t) = (200 + 5t)(0.65 - rt) - 0.45t \]
\[ P'_r(t) = \frac{-2(25rt + 500r - 7)}{5} = 0 \]
\[ t(r) = \frac{(7 - 500r)}{25r} \]

<table>
<thead>
<tr>
<th>r(美元/天)</th>
<th>0.008</th>
<th>0.009</th>
<th>0.01</th>
<th>0.011</th>
<th>0.012</th>
<th>0.013</th>
<th>0.014</th>
<th>0.015</th>
<th>0.016</th>
</tr>
</thead>
<tbody>
<tr>
<td>t(天)</td>
<td>15.0</td>
<td>11.1</td>
<td>8.0</td>
<td>5.5</td>
<td>3.3</td>
<td>1.5</td>
<td>0</td>
<td>-1.3</td>
<td>-2.5</td>
</tr>
</tbody>
</table>
3.2 模型参数的敏感性分析

• 一头重200磅的猪每天增重5磅，饲养每天花费45美分。猪的市场价格是每磅65美分，但价格每天下降1美分，问：何时出售收益最大？

市场因素的敏感性分析

最优售出时间对价格变化因素的敏感性度量：‘+’号表示 r 增加导致售出时间 t 加长，‘-’号表示 r 增加导致 t 减小。小的绝对值表示不敏感，大的绝对值表示敏感。

\[ S(t, r) \]

解释：价格因子 r 的增加会导致最优出售时间缩短，定量地说，价格因子 r 上升2%，会导致最优出售时间缩短7%。
3.2 模型参数的敏感性分析

养殖猪品质因素的敏感性分析

\[ P_g(t) = (200 + gt)(0.65 - 0.01t) - 0.45t \]

\[ t(g) = \frac{65g - 245}{2g} \]

\[ \frac{dt}{dg} = \frac{245}{2g^2} \]

\[ S(t, g) = \frac{dt \cdot g}{dg \cdot t} = \frac{245}{2gt} \]

解释：品质因子\( g \)的增加会导致最优出售时间加长，收益增加，定量地说，品质因子\( g \)上升1%，会导致最优出售时间加长越3%。最优售出时间对养殖猪的价格因素和品质因子敏感度是差不多的，但影响的方向是相反的。
问题：对于假设 $r=0.01, g=5$, 当价格因子和品质因子在什么范围变化时，最优售出时间 $t=8$ 是不变的？

$$
P_{r,g}(t) = (200 + gt)(0.65 - rt) - 0.45t$$

$$
t(r, g) = \frac{0.65g - 200r - 0.45}{2gr}
$$

$$
\Omega = \{ (r, g) : 7.5 \leq t(r, g) = \frac{0.65g - 200r - 0.45}{2gr} \leq 8.5 \}
$$

最优出售时间保持是8的价格和品质因子变化的范围

一般情况下，当优化模型受多个参数同时影响时，往往是固定其它参数，仅对一个参数变化讨论最优解对参数的敏感性更为常用。往往和微积分中偏导数的概念相联系。
3.3 单变量优化问题的求解方法

优化问题的一般形式

\[ \min \{ f(x) \} \]

\[ s.t., a \leq x \leq b \]

最小值点的表达形式

\[ x_{opt} = \arg \min_{a \leq x \leq b} \{ f(x) \} \]

全局最小值点：是指该点的函数值不大于函数在区间 \([a, b]\) 上任何点的值。
局部极小值点：该点的函数值比函数在它某个邻域内的函数值都小。

单变量函数优化问题求解中，经典的方法主要是寻找局部极小值的各种搜索方法；寻找全局最小值点的方法有遗传算法、神经网络等带有智能搜索的方法（计算耗时大）。
3.3 单变量优化问题的求解方法

3.3.1 进退搜索法

方法：从某点 $x_0$ 出发，以 $h$ 为步长，如果 $f(x_0) > f(x_0 + h)$，沿自变量增加方向函数值下降下降，则搜索成功，否则搜索失败。

要点：成功则加倍前进，失败则小步后退

设在第 $k$ 步搜索起点为 $x_k$，搜索步长为 $h_k$，如果 $f(x_k) > f(x_k + h_k)$，搜索成功，更新起点和步长：

$$x_k + h_k \Rightarrow x_{k+1}$$

$$\beta_1 h_k \Rightarrow h_{k+1}, (\beta_1 > 1, \text{如} \beta_1 = 2)$$

进入下一步搜索。

如果 $f(x_k) \leq f(x_k + h_k)$，搜索失败，退回原出发点，缩短步长并反向搜索

$$x_k \Rightarrow x_{k+1}$$

$$\beta_2 h_k \Rightarrow h_{k+1}, (0 > \beta_2 > -1, \text{如} \beta_2 = -1/2)$$
3.3 单变量优化问题的求解方法

进退搜索算法流程

\[ x_0 \in [a, b], h > 0, \varepsilon > 0 \]

\[ x_0 \Rightarrow x, f(x_0) \Rightarrow \varphi_1 \]

\[ f(x+h) \Rightarrow \varphi_2 \]

\[ \varphi_1 > \varphi_2 ? \]

\[ h \leftarrow \beta_2 h \]

\[ |h| < \varepsilon ? \]

输出：\( x \Rightarrow x^*, \varphi_1 \Rightarrow \) 极小值

\[ x_0 \text{---初始点} \]

\[ h \text{---搜索步长} \]

\[ \varepsilon \text{---搜索终止的步长条件} \]
3.3 单变量优化问题的求解方法

实例演示

输入起始点 $x=0$；起始步长 $h=1$

$\beta_1 = 2, \beta_2 = -1/2$

优点：算法简单
缺点：搜索次数多，接近极小值点时反复搜索

$$\min f(x) = x^4 - 5x^3 + 4x^2 - 6x + 60$$
3.3 单变量优化问题的求解方法

3.3.2 区间收缩法—黄金分割法（0.618法）

下单峰函数

定义 设函数$f(x)$在区间$[a,b]$上有定义，满足

1) 在$[a,b]$上$f(x)$有极小点$x^*$:
   \[ \min_{x \in [a,b]} f(x) = f(x^*) \]

2) 函数$f(x)$在$x^*$处是左减右增:
   对$a \leq x_1 \leq x_2 \leq b$, 有
   当$x_2 \leq x^*$时，$f(x_1) > f(x_2)$
   当$x_1 \geq x^*$时，$f(x_1) < f(x_2)$

\[ \frac{\sqrt{5} - 1}{2} \approx 0.618 \]
3.3 单变量优化问题的求解方法

3.3.2 区间收缩法—黄金分割法 (0.618法)

搜索区间

设函数$f(x)$是区间$[a,b]$的单峰函数，设$x^*$为$f(x)$的极小点，若存在$c,d]⊂[a,b]$，使得$c<x^*<d$，则区间$[c,d]$称为$f(x)$的极小点的一个搜索区间。区间收缩法就是构造一个搜索区间序列

$$[a, b] = [x_0, y_0] ⊃ [x_1, y_1] ⊃ \ldots ⊃ [x_n, y_n]$$

使得：

$$x^* ∈ [x_n, y_n]$$

$$d_n = y_n - x_n, \lim_{n→∞} d_n = 0$$

$d_n$趋于零的速度尽可能地快
3.3 单变量优化问题的求解方法

3.3.2 区间收缩法-黄金分割法（0.618法）

区间收缩方法：在区间\([a,b]\)内插入两点\(c, d\)，满足\(a < c < d < b\)，
则：（1）\(f(c) > f(d)\)时，极小值\(x^* \in [c, b]\)

（2）\(f(c) \leq f(d)\)，极小值\(x^* \in [a, d]\)

问题：\(c, d\) 如何选择
搜索区间收缩的最快？

华罗庚的“优选法”或
黄金分割法
3.3 单变量优化问题的求解方法

### 3.3.2 区间收缩法-黄金分割法（0.618法）

华罗庚的“优选法”

$$c = a + \left( 1 - \frac{\sqrt{5} - 1}{2} \right) (b - a)$$

$$d = a + \frac{\sqrt{5} - 1}{2} (b - a)$$

点$d$是区间$[a, b]$的黄金分割点（左长右短）

$$b - c \approx 0.618 (b - a)$$

点$c$是区间$[a, b]$的黄金分割点（左短右长）

黄金分割的特点

$$\frac{\text{长段}}{\text{整体}} = \frac{\text{短段}}{\text{长段}} \quad \frac{x}{1} = \frac{1 - x}{x}$$

黄金分割之美

- **肚脐**---这是身体上下部位的黄金分割

- **喉结**---它所分割的咽喉至头顶与咽喉至肚脐的距离比也为$$0.618$$

- **肘关节**---它到肩关节与它到中指尖之比还是$$0.618$$

- **手的中指长度与手掌长度之比是$$0.618$$

- **手掌的宽度与手掌的长度之比是$$0.618$$

雷达信号处理国防科技重点实验室
3.3 单变量优化问题的求解方法

黄金分割法算法流程

初始化，区间端点，终止条件

\[ a, b, \varepsilon > 0 \]

黄金分割点

\[
\begin{align*}
    c &= a + (1 - \delta)(b - a) \\
    d &= a + \delta(b - a)
\end{align*}
\]

计算分割点函数值 \( \varphi_1 = f(c), \varphi_2 = f(d) \)

\[ \delta = 0.618 \]

终止条件

\[ \tau < \varepsilon \]

输出：\( x^* = (a + b) / 2, f_{\min} = f(x^*) \)
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3.3 单变量优化问题的求解方法

黄金分割法算法演示

$$\begin{align*}
\text{min } f(x) &= x^4 - 5x^3 + 4x^2 - 6x + 60 \\
\text{a} &= 3.0903, \text{b} = 3.3688 \\
\text{a} &= 3.1967, \text{b} = 3.3688 \\
\text{a} &= 3.1967, \text{b} = 3.3031 \\
\text{a} &= 3.2373, \text{b} = 3.3031 \\
x^* &= 3.2702, f_{\text{min}} = 22.6607
\end{align*}$$

注意：前面两种方法与函数在区间$[a, b]$上是否连续无关
### 3.3 单变量优化问题的求解方法

#### 为什么是黄金分割？

为什么是黄金分割？因为黄金分割点，意味着每次区间收缩仅需要计算一个函数值。

前后两次收缩总是共有某个黄金分割点，意味着每次区间收缩仅需要计算一个函数值。
### 3.3 单变量优化问题的求解方法

#### 为什么是黄金分割？
- 规则简单，易于操作和推广；
- 收缩效率高，每计算一次函数值，区间收缩0.618；
- 对函数要求少，单谷或单峰函数。

实际应用中，计算一次函数值往往等价于做一次复杂的试验，因此，寻优算法被期望达到最优解用尽可能少的函数值计算次数。

#### 应用举例
干旱地区打井位置确定：在某干旱地区需要沿从A-B点1000米的干枯河床打10米深的测试井发现正确的井口位置，设计合适的方案一般井口位置在泉眼5米范围内。
单变量优化问题的求解方法

位置确定依靠探测井底土壤湿度，湿度越大，位置越接近泉眼；
假定湿度是位置的单峰函数；
建模目的是用最少数目的探测井把位置确定到泉眼5米的范围内；
设湿度函数是y = f(x), x ∈ [0, 1000]
### 3.3 单变量优化问题的求解方法

**黄金分割法**

全局搜索方法需要 $\frac{1000}{5}=200$ 口测试井，费用、劳动输出巨大！

- $x_d \Rightarrow x_b$
- $x_c \Rightarrow x_d$
- $f(x_c) \Rightarrow f(x_d)$
- $x_c = x_a + (1-\delta)(x_b - x_a)$
- 计算 $f(x_c)$
- $k+1 \Rightarrow k$

#### $K$-收缩次数

- $1000\delta^K \leq 5$
- $K \geq -\ln 20 / \ln \delta = 6.225$
- $K = 7$
- 仅需要打8口测试井！

- $x_c \Rightarrow x_a$
- $x_d \Rightarrow x_c$
- $f(x_d) \Rightarrow f(x_c)$
- $x_d = x_a + \delta(x_b - x_a)$
- 计算 $f(x_d)$
- $k+1 \Rightarrow k$
### 3.3 单变量优化问题的求解方法

#### 3.3.3 抛物线插值法

开口向下的抛物线具有唯一的最小值点和最小值

$$P(x) = ax^2 + bx + c \ (a > 0)$$

$$= a \left( x + \frac{b}{2a} \right)^2 + \left( c - \frac{b^2}{4a} \right)$$

$$x^* = -\frac{b}{2a}, \quad f_{\min} = \frac{4ac - b^2}{4a}$$

对于在区间$$[a, b]$$上的单谷函数$$f(x)$$，取$$x_1 = a < x_2 < x_3 = b$$，求过三点

$$(x_1, f(x_1)), (x_2, f(x_2)), (x_3, f(x_3))$$

的抛物线$$P(x)$$.
3.3.3 抛物线插值法

主要结论

(1) 如果 $f(x_2) < f(x_4)$，则极小值 $x^* \in [x_1, x_4]$

(2) 如果 $f(x_2) > f(x_4)$，则极小值 $x^* \in [x_4, x_3]$

(3) 如果 $f(x_2) = f(x_4)$，则极小值

$$x^* \in [x_2, x_4] \text{ or } [x_4, x_2]$$

$x_4$ 是抛物线的最小值点
3.3 单变量优化问题的求解方法

抛物线插值
区间收缩算法

计算过点 \((a, f(a)), (c, f(c)), (b, f(b))\) 的抛物线 \(P(x)\)，以及极小值点 \((x^*, f(x^*))\)

\[ [a, b], c = (a + b) / 2, \varepsilon > 0, f(x) \]

\[
\begin{align*}
 x^* &\Rightarrow b, (x^* + a) / 2 \Rightarrow c \\
 f(c) &\leq f(x^*) \\
 x^* &\Rightarrow a, (x^* + b) / 2 \Rightarrow c \\
 [c, x^*] \text{ or } [x^*, c] &\Rightarrow [a, b] \\
 (c + x^*) / 2 &\Rightarrow c \\
 b - a &< \varepsilon \\
\end{align*}
\]

输入：\(x_{\text{min}} = (a + b) / 2, f_{\text{min}} = f(x_{\text{min}})\)
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3.3 单变量优化问题的求解方法

抛物线插值区间收缩算法

\[ \min f(x) = x^4 - 5x^3 + 4x^2 - 6x + 60 \]

a = 0, b = 5, c = 2.5

a = 1.817, b = 5, c = 3.408

a = 2.866, b = 5, c = 3.933

a = 2.866, b = 3.3038, c = 3.0847

a = 2.866, b = 3.296, c = 3.081

a = 3.266, b = 3.296, c = 3.281

\[ x^* = 3.2702, f_{\text{min}} = 22.6607 \]
3.3 单变量优化问题的求解方法

3.3.4 牛顿迭代方法

基本要求

(i). 函数 \( f(x) \) 在区间 \([a, b]\) 的二阶导数存在；
(ii). 函数 \( f(x) \) 在区间 \([a, b]\) 上是单谷函数；
(iii). 函数 \( f(x) \) 在区间 \((a, b)\) 上的二阶导数大于零。

二阶Taylor展开

在区间 \([a, b]\) 的每一个内点上，函数在这一点附件可以进行二阶Taylor展开：

\[
f(x) = f(x_0) + f'(x_0)(x-x_0) + \frac{1}{2!} f''(x_0)(x-x_0)^2 + R_2(x)
\]

\[= P_{x_0}(x) + R_2(x)\]

当 \( f''(x_0) > 0 \) 时，\( P_{x_0}(x) \) 是开口向下的抛物线，抛物线的最小值点为：

\[x_1 = x_0 - \frac{f'(x_0)}{f''(x_0)}\]
3.3 单变量优化问题的求解方法

牛顿迭代方法算法流程

![流程图]

**算例演示**

\[ \min f(x) = x^4 - 5x^3 + 4x^2 - 6x + 60 \]

(10,5400)  
(7.165,1018.86)  
(5.325,190.65)  
(4.184,45.13)  
(3.558,24.35)  
(3.318,22.69)  
(3.2805,22.6591)  
(3.2796,22.6590)  

\[ x^* = 3.2702, \quad f_{\min} = 22.6607 \]

迭代过程

\[ x_1 = x_0 - \frac{f'(x_0)}{f''(x_0)} \]

输出 \( x_{\min} = x_1, f_{\min} = f(x_1) \)

注：
(1) 牛顿迭代方法中迭代过程中二阶导数必须大于零，否则迭代过程可能发散；
(2) 迭代初期，收敛速度很快，但随着接近极小值点，收敛速度明显下降。
1. 尝试用Matlab或者C++实现上面四种求解算法中的两种。并用编制的程序求

\[ \min f(x) = x^4 - 5x^3 + 4x^2 - 6x + 60 + \sin x \]

并尝试讨论初始点对计算结果的影响。

2. 尝试用Matlab或者C++实现打井找水问题的程序实现，假定泉眼在103米处，湿度函数是

\[ f(x) = 1 - 0.1|x - 103|, x \in [0,1000] \]

试给出泉眼位置时测试井的坐标位置。